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was launched against safety mechanisms employed in thou-
sands of industrial CPSs in 2012. Stuxnet faked industrial
process control sensor signals so that safety mechanisms
of infected systems were disabled and, as a result, their
emergency responses were not activated even in the pres-
ence of a real emergency. Furthermore, Lamb developed a
DoS attack against residential intrusion detection systems
in which the attacker continuously jams the communication
channel between motion sensors and the base station to
suppress the system’s alarm that is supposed to be trigerred
in the presence of an intruder [7].

In this paper, we present a new class of attacks against
CPSs, called dedicated intelligent security attacks against sensor-
triggered emergency responses (DISASTER). DISASTER targets
safety systems utilized in CPSs in two-fold fashion. First,
safety systems are often vulnerable to security attacks since
they do not use strong cryptographic operations due to
domain-specific requirements (in particular, low latency,
low cost, and long battery lifetime). Second, they have the
capability to override normal operations of the whole CPS. As
opposed to the previously-proposed attacks that mainly
aim to disable emergency responses of safety mechanisms
in an emergency situation, DISASTER attempts to trigger
the systems’” emergency responses in the absence of a real
emergency.

Our key contributions can be summarized as follows:

e We introduce DISASTER and discuss potential at-
tackers who may be motivated to launch such se-
curity attacks.

e We discuss the impact of DISASTER by describing
the consequences of launching such attacks.

e We examine common design flaws and security
weaknesses of safety mechanisms and their com-
ponents, which may be exploited by an attacker to
launch DISASTER.

e We demonstrate the feasibility of launching DISAS-
TER in realistic scenarios, e.g., residential and indus-
trial automation/monitoring systems.

o We suggest several countermeasures to proactively
address DISASTER, and discuss their advantages
and drawbacks.

The remainder of the paper is organized as follows. Sec-
tion II describes the threat model. Section III describes the
typical architecture of CPSs that we consider in this paper.
Then, it discusses different components, design flaws, and
security weaknesses of their safety mechanisms. Section IV
describes potential consequences of launching DISASTER.
Section V demonstrates how it is feasible to launch the
proposed attacks against two real CPSs. Section VI sug-
gests several countermeasures to prevent DISASTER and
describes why proactive countermeasures might not always
be able to provide sufficient protection against the proposed
attacks. Section VII briefly describes related work. Section
VIII discusses the feasibility of IoT-enabled DISASTER and
describes why even state-of-the-art cryptographic opera-
tions are not yet efficient enough to be deployed in the
context of safety operations. Finally, Section IX concludes
the paper.

2 THREAT MODEL

In this section, we first describe what enables DISASTER
and makes CPSs susceptible to such attacks, and discuss
why launching DISASTER can be disastrous in real-word
scenarios. Second, we discuss who the potential attackers
may be who exploit vulnerabilities of CPSs to launch the
proposed security attacks, and what their motivations may
be.

2.1 Problem definition

As described later in Section 3, in a typical CPS, a centralized
processing unit (commonly referred to as the base station)
obtains a description of the environment based on the data
that it collects from different sensors, and processes the
sensory data along with user inputs to control physical
objects. Given the need for direct interactions of such a
system with both the environment and users, safety and
security become fundamental requirements for it. Safety
mechanisms employed in CPSs protect users from undesir-
able outcomes, risks, hazards, or unplanned events that may
result in death, injury, illness, or other harm to individual’s
well-being, damage to equipment or harm to organizations,
while security protocols are focused on protecting the sys-
tem from intentional attacks [8].

Although safety and security seem to share very similar
goals at first glance, a close examination of various safety
and security requirements demonstrates that ensuring both
safety and security of CPSs is not always possible due to
the existence of unavoidable safety-security conflicts [9],
[10]. When ensuring both safety and security is not feasible,
safety is typically given preference and safety mechanisms
willingly sacrifice security of the system to ensure users’
safety. For example, modern vehicles commonly support an
automatic door unlocking mechanism [11], which opens the
vehicle’s doors upon the detection of a collision. This safety
mechanism ensures passengers’ safety by completely dis-
abling the car’s security system after detecting an accident.

The unavoidable safety-security conflicts along with dif-
ferent design flaws and security weaknesses of components,
e.g., sensors and base stations, used in safety mechanisms
can, unfortunately, facilitate DISASTER. In DISASTER, the
attacker exploits such conflicts/weaknesses to fool the safety
mechanism under attack into falsely labeling a normal situation
as an emergency in an attempt to activate emergency responses
even though they are not needed. As discussed later in Section
4, activating emergency responses in the absence of an
emergency can lead to catastrophic situations, ranging from
system shutdown to life-threatening conditions.

Launching DISASTER can have severe negative conse-
quences in real-world scenarios for three reasons. First, since
the majority of CPSs offer emergency responses, they are
susceptible to such attacks. Second, as demonstrated later
in Section 5.2, DISASTER can be implemented to simul-
taneously target a large number of CPSs, e.g., the anti-
theft systems of all buildings in a residential community.
Third, the widespread use of vulnerable sensors along with
the endless variety of CPS-based applications magnifies
negative consequences of launching DISASTER.

Despite the fact that safety mechanisms are designed
to control hazards and emergency situations and minimize
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their associated risks, a careless design of a safety mecha-
nism endangers both users’ safety and system’s security.

2.2 Potential attackers

Next, we discuss potential attackers who may target CPSs,
and what their motivations might be.

As discussed earlier, DISASTER is widely applica-
ble since CPSs used for automation/monitoring are in
widespread use in our everyday lives. Such systems may
manage a huge amount of information and be used for
many services, ranging from industrial management to
residential monitoring. This has made such CPSs targets
of interest for a multitude of attackers, including, but not
limited to, cyberthieves, hacktivists, occasional hackers, and
cyberterrorists. Unfortunately, as described later in Section
5.2, an attacker with very limited resources, e.g., a very
cheap radio transmitter such as HackRF [12], can easily
launch powerful large-scale attacks against CPSs.

As extensively discussed later in Section 4, the attackers
might launch DISASTER to access restricted areas, cause
economic damage to companies or individuals, trigger life-
threatening operations, or halt automation/monitoring pro-
cesses. Moreover, they might try to make CPS use so incon-
venient to the user that he is forced to shut down the whole
system.

3 TYPICAL COMPONENTS AND WEAKNESSES OF
SAFETY MECHANISMS

In this section, we first describe the typical architecture of
CPSs that we consider in this paper, and discuss different
components of their safety mechanisms, and two main
types of emergency responses that they provide. Second,
we discuss design flaws and security weaknesses, which are
commonly present in widely-used safety mechanisms.

3.1 Typical CPS architecture

Fig. 1 illustrates a common CPS architecture that includes
safety mechanisms. A typical CPS consists of: (i) a base
station, which collects and processes environment-related
data and controls other components, (ii) wireless sensors
that continuously collect data and transmit them to the base
station, and (iii) physical objects that are controlled by the
base station. State-of-the-art CPSs may also allow the user to
remotely control, configure, or access the system over the In-
ternet. The base station gathers data from different sources,
e.g., sensors, clo
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